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Abstract  

This paper deals with the control of vehicles and wheelchairs using a human-computer 

interaction (HCI) system based on artificial intelligence technology. The proposed system 

learns and recognizes biological signals (eye gaze, blink, brain waves, etc.) and converts the 

corresponding commands to the computer into various communication protocols such as serial, 

USB, TCP/IP, etc. The system can perform actions according to the corresponding commands. 

A combination of signal processing and image recognition and other techniques are used to 

extract the biological signals. Similarly, image recognition is also used for some of the obstacle 

detection decisions. In order to accurately determine dynamic obstacles in real time, our system 

uses single shot detection method. The proposed HCI system was experimentally validated by 

applying it to an electric wheelchair and an electric vehicle. 

When the system was applied to a wheelchair for experimental purposes, eye tracking and 

blink detection were used to achieve the wheelchair motion. By extracting the pupil of the eye 

image by binarization and localizing the pupil centre, the system captures the trajectory of eye 

movement and determines the direction of gaze. On the other hand, we build a convolutional 

neural network for feature extraction and classification of open and closed eye images, and 

perform machine learning to extract features from multiple independent images of open and 

closed eye states and input them into the system. The system also relies on the P300 

neurophysiology protocol, which uses EEG signals to drive the wheelchair. While driving, the 

subject confronts the stimulator, a real-time virtual orientation interface, and pays attention to 

the commands to be executed. This visual stimulation triggers neural phenomena and a target 

area is detected by EEG signal processing. This target area represents the direction to drive the 

wheelchair to the desired location. By using this as a brain-computer interface, the HCI system 

is more than 90% accurate. In this study, we have validated the HCI system on five healthy 

subjects. Based on these results, a technical evaluation and variability study of the device is 

reported, showing good adaptability with all users being able to use the device successfully 

with relative ease. 
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Furthermore, the proposed system could be used for autonomous driving and safety 

assistance in future vehicles. In order to improve the reliability of the system, we implanted it 

into a small Toyota electric car for experimental validation. A convolutional neural network 

was built and used for single shot detection and blink detection. The single shot detection 

method was used to achieve dynamic target detection. For blink detection, multiple images of 

eyes open and closed were input to the network for deep learning, and based on the learned data 

model, the open/closed state of the subject's eyes could be detected. Eye tracking technology is 

also used to identify the driver's gaze direction. The proposed system can accurately detect 

external dynamic targets, and the driver can control the vehicle by blinking or gazing in the 

direction. 

 

 

Keywords: human-computer interaction, binarization, convolutional neural 

networks, machine learning, single shot detection, blink detection, eye gaze, wheelchair, 

EV.  
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Chapter 1. Introduction 

The trend of automotive intelligence and networked connectivity continues to deepen the 

digital transformation of the automotive industry, bringing new impacts on the relationship 

between people, vehicles and the environment, and human-computer interaction design has 

become a core element of intelligent vehicle development and innovation [1-9]. A series of 

functions around intelligent autonomous driving system, in-vehicle infotainment system, 

intelligent in-vehicle voice interaction system and road condition information system will 

establish a special ecosystem with the vehicle as a carrier to realize the scenario-based 

application and expansion of intelligent vehicles. To this end, this report develops the 

research on the current situation and development trend of human-computer interaction of 

intelligent vehicles, and provides reference for future intelligent vehicle human-computer 

interaction design [5-9]. 

In the driving environment, most of the external information is obtained through vision, 

and other parts are from sound and body perception. The safety of autonomous driving could 

be greatly enhanced if human biological signals could be applied to the field of autonomous 

driving [10-15]. It is a powerful aid for people with severely limited motor skills. Of these, 

eye-movement recognition is again the most worthwhile to delve into, as it allows them to 

operate the computer using only eye and eyelid movements. Thus, eye movement recognition 

devices are useful in improving the quality of life for people with severe disabilities [16-20]. 

With the continuous development of science and technology, artificial intelligence technology 

will follow the gaze driving technology in various human-computer interaction systems and 

control systems, such as autonomous driving, robotics, language recognition, image 

recognition, natural language processing, and expert systems, to be the main protagonists of 

this autonomous driving technology [21-25]. For this reason we can integrate the 

characteristics of these technologies and develop a multi-modal recognition HCI system to 

solve these problems. As for human-computer interaction, it is the study of communication 

and communication between human and computer through mutual understanding to 

accomplish the functions of information management, service and processing for people to 
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the maximum extent, so that the computer can really become a harmonious assistant for 

people to work and study.  

1.1 Development of human-computer interaction system 

The starting point of human-computer interaction is the text user interface (TUI) 

interaction. Computers first existed only in the laboratory, the mainframe was huge and sold 

at a very high price, and those who used computers were professionally trained experts. The 

text interface is the original appearance of the computer system, it consists of thousands of 

command lines. These command lines are the first step in the human-computer dialogue, the 

user through the input command line to complete the communication with the computer 

[26-29]. However, it has obvious disadvantages, first of all, the interaction steps are long and 

tedious, you need to enter complex commands to communicate with the computer, the user in 

the process is very easy to produce a sense of fatigue; second, the learning cost is high, in 

addition to a few computer experts after professional learning, most of the ordinary people 

simply cannot smoothly enter and read these command lines. In order to reduce the learning 

cost, simplify the interaction process, so that most people can also smoothly use the computer, 

human-computer interaction ushered in its first revolution - the graphical user interface (GUI) 

interaction [29-33]. With the rapid development of artificial intelligence technology, 

human-computer interaction technology and artificial intelligence technology began to 

combine in depth, and human-computer interaction from the original graphical interface 

interaction gradually to voice interaction, image recognition, eye recognition, gesture 

recognition, brain-computer interface and other directions, the use of these interaction 

methods to make people's life more convenient. Therefore, more humanized and intelligent 

human-computer interaction has become a new theme in the development of human-computer 

interaction. 

1.1.1 Graphical User Interface 

Graphical user interface is the user interface of computer operation displayed graphically, 

which is the dialogue interface between the computer and its users and is an important part of 
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the computer system. In a graphical user interface, windows, icons, buttons and other graphics 

are displayed on the computer screen to indicate actions for different purposes, which are 

selected by the user with a pointer device such as a mouse. [29-33] 

 

Figure 1-1. Graphical user interface: Reading data from a text file [30] 

1.1.2 Gesture recognition interaction technology 

Gesture recognition is a new type of natural human-computer interaction technology that 

integrates advanced perception technology and computer pattern recognition technology. By 

recognizing human gestures, computers allow users to use simple gestures to interact with 

devices without directly touching them [34-38]. The original gesture interaction was to use 

devices positioned on the hand and elbow to detect the trajectory of hand movement and thus 

achieve the effect of interaction. This method of relying on external devices for interaction, 

although highly accurate, largely hindered the natural expression of people's gesture activities, 

and then computer vision-based gesture recognition and interaction technologies were born. 
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Figure 1-2. Computer vision-based gesture recognition and interaction technology 

1.1.3 Voice recognition interaction technology 

The earliest voice interaction is the interactive voice response (Interaction Voice 

Response) system, with which the user interacts by dialing a telephone number. However, this 

kind of interactive voice response system has a narrow application range, low interaction 

efficiency and rigid interaction mode [39-43]. Due to the many drawbacks of interactive voice 

response system and its inability to solve many practical problems of users, mobile APPs such 

as Siri, Google, Xiao Ai classmates, which integrate visual and voice interaction, and pure 

voice interaction intelligent products such as Amazon Echo and Xiao Du were born. The birth 

and success of these products not only proved the value of voice interaction, but also 

accelerated the development of voice interaction technology. 

 

Figure 1-3. Voice recognition and interaction technology 

1.1.4 Brain Computer Interface technology  

Brain Computer Interface (BCI) is a multidisciplinary human-computer interface 

involving neuroscience, cognitive science, computer science, control and information science 
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technology, and medicine. It is a neural information exchange and control channel established 

between the brain and the external environment, allowing the brain to exchange signals in 

both directions between the computer and external devices [8] [44-48]. BCI technology can 

accurately and quickly collect and identify brain signals from the human brain under various 

thinking activities, and use these signals to control external devices. 

 

Figure 1-4. Schematic diagram of the principle of brain-computer interface 

1.2 The HCI system based on eye movement recognition. 

Eye movement detection technology is the detection of eye and eye movements to 

determine where the user is looking. Eye movement starts by finding the part of the eye that is 

not moving (reference point) and the part that is moving (moving point). Once the reference 

point and the moving point are found, gaze is detected based on the position of the moving 

point relative to the reference point. In general, there are two eye-tracking techniques: the first 

method measures the position of the head compared to the eye, and the second measures the 

point of interest of the eye in space [49-53]. HCI systems focus on the user's object of interest 

in the interaction scene and usually use post-use measurements. The most widely used 

measurement point is the gaze tracking method based on the pupil-corneal reflection vector. 

While eyelid movements we can use machine learning and depth methods for feature 

classification of open-eye and closed-eye images so that blinks can be detected. In this study, 

A driving control system using eye gaze and blink input devices has been developed for 

people with severe disabilities. 
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Figure 1-5. Principle of eye tracking technology 

1.3 The HCI in vehicle system 

Human-computer interaction is a comprehensive discipline, and the interaction design of 

intelligent vehicles involves a number of research fields such as vehicle engineering, 

ergonomics, psychology, and computer science. The research of vehicle engineering includes 

the study of the relationship between vehicle power system, vehicle braking system, vehicle 

navigation system, vehicle multimedia system and driver as well as the human-vehicle-road 

model; the research of industrial design includes the design of display mode (graphics, color, 

display device), the design of operation device (button shape, layout, operation device 

structure, shape) in human-computer interaction system; the research of psychology includes 

the study of human-computer interface design based on Ergonomics research includes the 

relationship between human, machine and environment in the "human-machine-environment" 

system, and provides theories and methods to solve the problems of human effectiveness and 

health in the system; computer science research includes the study of the development of 

software and hardware for human-computer interaction systems. Computer science research 

includes the development of software and hardware for human-computer interaction systems, 

image recognition and processing, natural language processing, data analysis and decision 

making [1-4]. 
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Figure 1-6. Human-computer interaction involves research areas 

The deepening intelligence of automobiles makes the operation of each function more 

complicated and brings new challenges to human-computer interaction design. The 

human-computer interaction design of intelligent vehicles must be based on ensuring the 

safety of the vehicle, improving the efficiency of the operation of core functions and 

simplifying the operation process, so as to improve the user experience of the vehicle's 

occupants and give full play to the functions and performance of the vehicle [55-59]. 

The design process of HCI system mainly includes demand analysis stage, investigation 

and research stage, system analysis and planning stage, system design stage, testing stage, 

production and manufacturing of HCI system and submission for use stage. In the design 

process, the characteristics and needs of the system's service recipients are clarified through 

research and analysis, and the product planning and design work is carried out with the user in 

mind, including the interaction mode, the shape and size of each component, hardware and 

software, etc., which is put into use after the testing of the relevant items is completed. 

The future smart driving car will realize customized human-computer interaction design 

based on usage scenarios. The interior design of smart driving cars will be redefined and 

developed in the direction of customization and multi-functionalization because of the 

simplification of the manipulation mechanism and the large amount of space that can be 

released. The increase of functions makes the human-computer interaction system of smart 

driving cars have more room for development. The human-computer interaction design 
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concept of traditional cars with driving as the core element will be weakened, and the 

realization of multiple scenarios will become the main consideration of human-computer 

interaction design issues. Compared with traditional cars, the in-vehicle information system of 

smart driving cars will also be more powerful, supporting the car to achieve a variety of 

functions such as autonomous driving or assisted driving, status monitoring, entertainment, 

office and communication. 

Multi-functional and multi-channel interaction design makes smart driving cars tend to 

develop in the direction of customization. The interaction design concept, priority and design 

style of autonomous driving function, multimedia entertainment function, mobile office 

function and intelligent navigation function in smart driving cars will be more dependent on 

the definition of scenarios, and the interaction mode will also tend to be multi-channel due to 

the expansion of space and function, realizing the integration of intelligent voice interaction, 

gesture control, touch screen interaction and physical button interaction. The scenario will 

drive the smart car and interaction design to specific function combinations based on usage 

orientation, for example, the smart car equipped with mobile office system and mobile 

network can become a mobile office and mobile meeting room; the smart car equipped with 

multimedia entertainment system and mobile network can become a mobile rest and 

entertainment room [1-9] [55-60]. 

At present, most automotive companies have launched human-machine interaction 

systems, and the interaction methods are basically based on touch screen, physical 

buttons/knobs, voice control and other methods. Based on the different design concepts of 

each manufacturer, the design of control methods, operation processes and control areas have 

their own characteristics, and some manufacturers support in-depth services such as 

background manual remote control and after-sales support. 

1.3.1 HCI applications for vehicles 

Human-computer interaction based on touch, hearing, vision and other multi-modalities 

is the future development trend of intelligent vehicles. With the maturity of various intelligent 

technologies, the integration of various forms of interaction such as visual interaction, voice 
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interaction and gesture interaction can be realized, and the cooperative interaction of different 

functions can be realized according to different scenes. Smell and taste interaction has not 

become the mainstream interaction mode at present, nor has it been applied in mass 

production vehicles on a large scale. Multimodal HCI-based systems are used in several 

aspects of vehicles, such as: autonomous driving systems, wearable devices, elderly welfare 

devices, small electric vehicles, etc., as shown in Figures 1-6. 

 

Figure 1-7. Multimodal human-computer interaction in vehicles 

1.3.2 Vehicle HCI system to obtain environmental information 

Intelligent vehicle human-computer interaction will be designed with 

"human-vehicle-environment" as a whole, while scenario-driven in-vehicle design towards 

customization. For the era of intelligent networked vehicles, the vehicle is only a part of the 

entire transportation system, intelligent vehicle interaction design needs to take into account 

the top-level design of the entire transportation system, not only to improve the efficiency of 

the interaction between the driver and passenger in the vehicle as the goal, but also to 

consider the optimal integration of the transportation system and the environment.  

Future human-computer interaction is not only a single interaction between people and 

vehicles, but also a cross-transport transportation system composed of people, vehicles, 

infrastructure, cities and the environment. Vehicle intelligence will be more reflected in the 

V2X aspect, vehicle autopilot and environmental intelligence interoperability for the vehicle 

to bring a new functional expansion, not only to the vehicle itself intelligent driving, real-time 
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environmental data analysis, intelligent navigation, energy replenishment strategy and other 

functional enhancements, but also the intelligent upgrade of the entire urban transportation 

system, which helps to alleviate urban traffic congestion, urban vehicle monitoring and 

management, and Driving behavior and violation information statistics, etc. 

 

Figure 1-8. Trends in the interaction between vehicles and the environment 

1.3.3 Emotional interaction based on intelligent technology 

Intelligent emotional interaction is an important trend and ultimate embodiment of 

human-computer interaction in automobiles. With the development of artificial intelligence 

technology and biometric technology, intelligent cars will have human-like perception, 

thinking and behavior functions, with the ability of emotion recognition, emotion 

understanding and emotion expression. At the same time, the scope of interaction will also be 

expanded, able to interact with the passengers inside the car and with the pedestrians outside 

the car, more intelligent and humane. For example, when the driver inside the car is fatigued, 

the car can alert the driver through vibration, sound or light, and guide to the nearest parking 

lot to rest or start the automatic driving mode. When the car occupants are recognized to be 

seasick, the driver will be reminded to adjust the driving style or turn on the interior 

ventilation and other functions to realize the emotional execution of the function. 
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Figure 1-9. Interaction of multimodal recognition and information in vehicles 

1.3.4 HCI in vehicles with the autonomous driving system 

The vehicle's autonomous driving technology includes video cameras, radar sensors, and 

laser rangefinders to understand the surrounding traffic and navigate the road ahead with an 

exhaustive map. All of this is accomplished through a data center that processes the vast 

amount of information gathered by the vehicle about the surrounding terrain. In this respect, 

self-driving vehicles are the equivalent of remote-controlled cars or smart cars in data centers 

[61-76]. However, the maps and road information in the data center are collected in advance 

by a human driver, and if the data for a destination is not collected, that destination cannot be 

reached by an autonomous vehicle. At this time, At this point, we need to control the vehicle 

to reach the destination through the vehicle's human-machine interaction system, drive the 

vehicle through manual combined with the vehicle's assisted driving system, while collecting 

relevant data and uploading it to the data center. 

 

Figure 1-10. The vehicle with automatic driving system [54] 

The future smart car will serve as a platform to integrate a large number of functions, 
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and human-computer interaction plays a key role in the safety and operational efficiency of 

the car. Any car is operated or used by people, and the efficiency, safety, convenience and 

even the psychological pleasure and fatigue of people in operating the equipment designed by 

the human-computer interaction system directly affect the safety and working condition of the 

car. It is necessary to give full play to the respective characteristics and advantages of human 

and machine as much as possible, adopt scientific and effective interaction methods, make 

maximum use of the machine, and at the same time give full play to the active role of people 

and Wisdom, so that man and machine work together to form a reasonable human-computer 

interaction system. In addition, with the improvement of the level of intelligent driving and 

commercialization of cars, the trend of scenario-based cars becomes more prominent, and the 

human-machine interaction design based on different scenarios will meet more functional 

needs of users. The new human-computer interaction will change the existing driving mode of 

the car. Smart driving cars have different modes of artificial driving, assisted driving and 

unmanned driving, including the conversion between human and vehicle, the realization of 

task takeover and handover, task transfer and processing of emergencies, and information 

interaction of smart driving vehicles and integrated information management platforms. 

Human-vehicle cooperative driving will become the core interaction design direction of 

intelligent driving vehicles, and the interaction mode, interaction process, interaction safety 

and interaction efficiency will become the key research objects. 

 

Figure 1-11. Multimodal human-computer interaction for driving systems 

In order to make vehicle HCI systems more intelligent, HCI systems with multimodal 

recognition technologies have been applied to automobiles, of which eye recognition and 

speech recognition are mostly the most popular. Therefore, in this study, a multimodal HCI 
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system based on eye recognition was developed and applied to a wheelchair for experimental 

validation. In addition, in order to ride the wave of technological innovation, automakers 

around the world are focusing on the development of autonomous driving by conducting 

long-distance and extended test drives on public roads. If development progresses well, 

self-driving capabilities are expected to be available within a few years. In the process, there 

are concerns about the safety of self-driving cars, as it is important to recognize traffic signs 

and regulate driving because self-driving cars must follow the same traffic rules as drivers. 

Therefore, it is necessary to detect traffic signs quickly and accurately during the autonomous 

driving process. For this reason, this study uses single detection as a method for detecting 

traffic signs. Feature extraction and classification are performed using convolutional neural 

networks (CNN) in deep learning. In this process, the image is first read and a feature map is 

created by convolution or ensemble, and these features are used to detect the target. In this 

study, a novel multichannel human-computer interaction system was developed by combining 

eye movement recognition and obstacle detection, and it was experimentally validated by 

applying it to COMS EV. 

1.4 The purpose and contribution 

1.4.1 Developed a multimodal HCI system for wheelchairs 

A wheelchair with multimodal human-computer interaction system has been developed 

to facilitate mobility of ALS patients and people with hand and foot disabilities. Eye gaze 

detection and blink detection are included in the system, and the subject can also control the 

wheelchair by eye movement. 

 

Figure 1-12. Multimodal Human-Computer Interaction System for Wheelchairs 
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1.4.2 Developed a multimodal HCI system for EV 

Combine the multimodal human-computer interaction with autonomous driving and use 

it as an assisted driving safety system. The system includes eye gaze detection, blink detection 

and obstacle detection, and it can drive automatically in some good working conditions, and 

the subject can control the vehicle by eye movement. 

 

Figure 1-13. Multimodal Human-Computer Interaction System of EV 

1.4.3 Blink detection 

Blink detection can detect drowsiness and attention of the driver, or switch gears by 

blinking. Subjects could communicate the appropriate information by the number and timing 

of blinks. 

Table 1. Three blink recognition methods 

Methods Characteristics 

Pixel ratio 
The fastest detection, requiring only one comparison image and no 

complex calculation and learning process. 

SVM 
Solves the problem of small-sample machine learning in 

high-dimensional space. 

CNN 
With a certain amount of sample set, the accuracy of recognition can be 

greatly improved after learning. 

1.4.4 Eye gaze detection 

The basic working principle of eye tracking is to use image processing technology, using 

a special camera that can lock the eye to continuously record changes in vision, track the 
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frequency of visual gaze and the duration of gaze, and according to this information to 

analyze the tracked person. The eye tracking camera, which can be placed in front of a 

computer screen or set on the screen, can record the user's visual gaze shift with the help of 

infrared technology and sample recognition software. Eye gaze input is a system that allows 

the user to enter characters on the screen by gazing at them, and it was developed primarily as 

a communication aid for people with severe physical disabilities. According to the numeric 

keypad, the image of the eyeball's moveable range is divided into 5 areas, which are labeled 2, 

4, 5, 6 and 8. The 5 areas will match the relative commands. 

1.4.5 Designed hardware system for wheelchair 

In order to be able to drive the wheelchair through an interactive system, we designed 

and developed a PIC-based driver circuit for the wheelchair, on which we used a wireless 

communication serial port so that wireless communication could be made between the 

computer and the wheelchair. 

1.4.6 Raspberry Pi based embedded system in EV 

We designed a hardware circuit system for EV with Raspberry Pi as the core and some 

servo motor drive circuits, and used TCP/IP to communicate with the developed HCI system. 

1.4.7 Obstacle detection 

Traffic signs and traffic signals can be recognized and fed back to the vehicle while 

autonomous driving. When using eye gaze to control the vehicle, it can identify obstacles and 

provide emergency warnings to the driver. We are able to detect the distance of obstacles by 

our proposed geometric algorithm. 
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Chapter 2. Methods 

In this chapter, the aim is to provide a description of general methods, mainly some 

image preprocessing methods and classification methods used in the study. In addition, this 

includes details of some methods that could be used in future studies and may be considered 

necessary if this work is to be reproduced or continued in future studies. 

2.1 Image Binarization Processing 

Binarization of an image is the process of graying the points on the image to 0 or 255, 

which means that the whole image is rendered in a distinct black and white effect. The 

grayscale image with 256 brightness levels is selected by appropriate thresholding to obtain a 

binarized image that can still reflect the overall and local characteristics of the image. In 

digital image processing, binary image occupies a very important position, especially in the 

practical image processing, the system composed of binary image processing is a lot, to carry 

out the processing and analysis of binary image, first of all, the grayscale image should be 

binarized to obtain the binarized image, which is beneficial when doing further processing of 

the image, the nature of the image set is only related to the pixel value of 0 or 255 points of 

This makes the processing easier and the amount of data processing and compression smaller. 

To obtain the ideal binary image, closed, connected boundaries are generally used to define 

regions that do not overlap. All pixels with a grayscale greater than or equal to the threshold 

are determined to belong to a specific object, indicated by a grayscale value of 255, otherwise 

these pixel points are excluded from the object region, and a grayscale value of 0 indicates a 

background or exceptional object region. Figure 2-1 shows a grayscale image. The threshold 

is set and then binarised to give a picture with only black and white. 
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Figure 2-1. Binarization of the grayscale image 

If a particular object has a uniform and consistent gray value inside and it is in a uniform 

background with other levels of gray values, a comparable segmentation effect can be 

obtained using the threshold method. If the difference between the object and the background 

is not expressed in grayscale values (e.g., different textures), this difference feature can be 

converted to a difference in grayscale and then the image can be segmented using threshold 

selection techniques. Dynamic adjustment of the threshold value to achieve the binarization of 

the image can dynamically observe the specific results of its segmented image. 

 

(2-1) 

Where the threshold is θ, the coordinate system is (x, y), the concentration value is f (x, y), 

and the transformed concentration value is f′(x, y). 

  

Figure 2-2. Binarization curve with set threshold 

𝑓 ( x, y ) = 
255   𝑓 𝑥, 𝑦 𝜃 

 
0       𝑓 𝑥, 𝑦 𝜃 
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Figure 2-3 shows that first the threshold value is set and then after binarization, the color 

image on the left becomes a black and white image, but the contours are still clear and highly 

recognizable, which reduces the dimensionality of the image and reduces the computational 

effort, but retains the main amount of features of the image. 

 

Figure 2-3. Binarization of the color image 

2.2 Pixel Ratio 

A pixel is a small square of an image that is made up of small squares that have a 

definite location and a color value assigned to them, and the small square color and location 

determine how that image appears. A pixel can be thought of as an indivisible unit or element 

of an entire image. Indivisible means that it cannot be cut into smaller units or elements, but 

exists as a single color cell. Each dot matrix image contains a certain number of pixels, which 

determine the size of the image on the screen. Since the pixel values are 0 to 255, the image 

pixel ratio is the ratio of the value of each pixel in the image multiplied by the number of 

pixels, to 255 multiplied by the number of pixels.  

 

Figure 2-4. Pixel ratio image classification process 

We introduce the variance value of the image concentration to compare the difference of 
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the images, the larger the variance value, the more obvious the image difference. First, the 

average value of each pixel in each row of the image is calculated in turn, and second, the 

variance of all the obtained averages is calculated, and the obtained variance is the feature 

value of the image. Finally, the difference of variance values between two images is then 

compared. 

𝜎
∑ 𝑋 𝜇

𝑁
 

(2-2) 

Here, 𝜎2 is the overall variance, X is the sample concentration value, 𝜇 is the sample 

average concentration value, and N is the overall number of samples. 

 

Figure 2-5. Comparison of variance values without background images 

2.3 Support vector machine 

The support vector machine is finding the best separated hyperplane (Decision 

Hyperplane above). The best separated hyperplane in the current space is not ideal, and can be 

found by mapping the data from the original space to a higher dimensional space through the 

mapping function, but this will increase the amount of operations, in order to reduce the 

amount of operations, the "Kernel Trick" is introduced; the ideal state of finding the 

hyperplane is that the two types of data can be completely separated, that is, there is no In 

practice, "soft spacing" is introduced to achieve a hyperplane that allows for mis-segregated 

training samples, considering "more practical" separation or training samples that are not 
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completely separable in the space itself; finally, the hyperplane can be solved directly using 

quadratic To reduce the computational effort, the problem is transformed using lagrangian 

duals and finally solved quickly using the SMO algorithm. 

As in Figure 2-6, there are two types of points in the sample, blue circles and yellow 

triangles, and there are many lines to separate these two types of points, but the best 

separation is only one, achieving the maximum interval Margin. The best separation wx+b=0 

in the figure is a hyperplane (w is a vector). The support vector machine is to solve for w and 

b that form that hyperplane, where the vector represented by the nearest point to the 

hyperplane wx+b=0 is called the support vector, i.e. the vector represented by all the points 

on the two hyperplanes |wx+b|=1. 

 

Figure 2-6. 2D space execution marginal maximization 

 

Figure 2-7. The 2D feature space is mapped to the 3D feature space. 

2.4 Convolutional Neural Networks 

The CNN is a kind of neural network mainly applied in the field of image recognition, 

which can effectively reduce the dimensionality of large data volumes into small data volume 

and can effectively retain the image features in accordance with the principle of image 

processing. The whole network consists of convolutional layers, pooling and fully connection 

layers. 
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Figure 2-8. Convolutional neural network principle schematic 

2.4.1 Interpret each layer calculation of CNN 

The convolutional layers are a set of parallel feature maps, which are formed by sliding 

different convolutional kernels over the input image and performing operations such as those 

in Figure 2-8a. In addition, at each sliding position, an element-wise multiplication and 

summation operation is performed between the convolution kernels and the input image to 

project the information in the perceptual field onto an element of the feature map. This sliding 

process can be referred to as step size, which is a factor controlling the size of the output 

feature map. The size of the convolution kernel is much smaller than the input image and 

overlaps or acts in parallel to the input image. All elements of a feature map are calculated 

from a single convolution kernel, i.e. a feature map shares the same weights and bias terms. 

 

Figure 2-9. One computational example of one of the three layer types of convolutional neural networks. 

Pooling is another important concept in convolutional neural networks, and is actually a 

non-linear form of downsampling. There are several different forms of non-linear pooling 
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functions, of which Max Pooling is the most common. It involves dividing the input image 

into a number of rectangular regions and outputting the maximum value for each subregion. 

The pooling layer calculates the output on one pooling window at a time and then moves the 

pooling window according to the step size. Figure 2-8b below shows the most common 

pooling layer in use today, with a step size of 2 and a pooling window of 2 x 2 for a 

2-dimensional maximum pooling layer. The 2 x 2 blocks are divided from the image every 2 

elements and then the maximum value is taken for the 4 numbers in each block. This will 

reduce the amount of data by 75%. 

The fully connected layer acts as a classifier in the entire convolutional neural network. 

The core operation of full connectivity is to connect each neuron in one layer to each neuron 

in another layer through a matrix vector product like that in Figure 2-8c. In order to improve 

the performance of CNN networks, the excitation function for each neuron in the fully 

connected layer is generally a ReLU function. The output value of the final fully connected 

layer is passed to an output that can be classified using softmax regression, which can also be 

called the softmax layer. For a specific classification task, it is important to choose a suitable 

loss function. In general, the fully-connected layer of a CNN is the same as the MLP structure, 

and the training algorithm of a CNN also uses the BP algorithm. 

2.4.2 Activation Functions 

Since the distribution of data is overwhelmingly nonlinear, while the computation 

of neural networks in general is linear. In convolutional neural networks, the introduction 

of an activation function is introducing nonlinearity into the neural network and 

reinforcing the learning ability of the network. 

(1) ReLu Function: 

𝜑 𝑥 𝑚𝑎𝑥 0, 𝑥  

(2-3) 

ReLu is one of the most common activation functions used as a modified linear unit in 

artificial neural networks. ReLu function causes values greater than or equal to 0 to be output 
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as is, and values less than or equal to 0 to be set to 0. Its output graph is shown in Figure 

2-10. 

 

Figure 2-10. Output graph of the ReLu function 

(2) Sigmoid Function: 

𝜑 𝑥  
1

1 𝑒
 

(2-4) 

The sigmoid function, also called the logistic function, is used for the output of the 

hidden layer neurons and takes values in the range of (0,1), which can map a real number to 

the interval of (0,1) and can be used for binary classification. It works well when the 

difference of features is complex or not particularly large. Its output graph is shown in Figure 

2-11. 

 

Figure 2-11. Output graph of the Sigmoid function 
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(3) SoftMax Function: 

𝑦  
exp 𝑎

∑ exp 𝑎
 

(2-5) 

The Softmax function, as a normalized exponential function, is actually a gradient 

logarithmic normalization of a finite term discrete probability distribution. Therefore, the 

Softmax function is widely used in many probability-based approaches to 

multi-classification problems, including multinomial logistic regression, multinomial 

linear discriminant analysis, plain Bayesian classifier, and artificial neural networks. In 

this study, the Softmax function is used in the output layer, where the output of 

probability is obtained by dividing the output by the sum of all outputs, and the 

exponential function exp is used to convert to a positive value. Its output graph is shown 

in Figure 2-12. 

 

Figure 2-12. Output graph of the SoftMax function 

2.5. Simultaneous localization and mapping 

The problem of simultaneous localization and mapping (SLAM) can be described as: the 

robot moves from an unknown position in an unknown environment, localizes itself based on 

the position and map during the movement, and builds incremental maps based on its own 

localization to achieve autonomous localization and navigation of the robot [77-82].  
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Figure 2-13. Examples of an occupancy grid map, a topological map, and a semantic map of Intel Labs: (left) an 

occupancy grid map overlaid with Voronoi graph; (middle) a semantic map in which different places in the map 

are labeled with different colors: hallways in red, rooms in green, doorways in light blue, and junctions in dark 

blue; (right) a hybrid topological-metric map [79] 

SLAM technology covers a very wide range, and there are many ways to classify SLAM 

according to different sensors, application scenarios, and core algorithms. According to the 

different sensors, it can be classified into 2D/3D SLAM based on LiDAR, RGBD SLAM 

based on depth camera, visual SLAM (vSLAM) based on vision sensor, and visual inertial 

odometry (VIO) based on vision sensor and inertial sensor. 

The 2D SLAM based on LiDAR is relatively mature, as early as 2005, Sebastian Thrun 

et al.'s classic book "Probabilistic Robotics" studied and summarized the 2D SLAM very 

thoroughly, which basically defined the framework of LiDAR SLAM. In 2016, Google 

open-sourced the LiDAR SLAM program Cartographer, which can fuse IMU information and 

unify 2D and 3D SLAM. Currently, 2D SLAM has been successfully used in floor sweeping 

robots. 

 

Figure 2-14. A 3D map developed by laser ranger measurements using GraphSLAM. Image courtesy of Keiji 

Nagatani et al [79] 
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RGBD SLAM based on depth cameras has also developed rapidly in the past few years. 

Since the introduction of Microsoft's Kinect, there has been a wave of research on RGBD 

SLAM, and several important algorithms have emerged in just a few years, such as 

KinectFusion, Kintinuous, Voxel Hashing, DynamicFusion, and so on. Microsoft's Hololens 

should be integrated with RGBD SLAM, which can achieve very good results in situations 

where depth sensors can work. 

Vision sensors include monocular cameras, binocular cameras, fisheye cameras, etc. 

Since vision sensors are cheap and can be used both indoors and outdoors, vSLAM is a big 

hot spot for research [83]. The early vSLAM such as MonoSLAM is more of a continuation 

of the filtering method in the field of robotics. Nowadays, more optimization methods are 

used in the field of computer vision, specifically, bundle adjustment in the 

structure-from-motion method. In vSLAM, according to the extraction method of visual 

features, it can be divided into feature method and direct method. The current representative 

algorithms of vSLAM include ORB-SLAM, SVO, DSO, etc. 

  

Figure 2-15. HANGAR sequence: 751-frame example of visual SLAM by aligning reference regions to 

successive images [83]  

Vision sensors do not work for texture-free areas. The inertial measurement unit (IMU) 

can measure the angular velocity and acceleration through the built-in gyroscope and 

accelerometer, and then project the camera pose, but the projected pose has accumulated 

errors. Since vision sensors and IMUs are very complementary, VIOs that fuse their 

measurement information are also a hot research topic. VIO can be divided into filter-based 

methods and optimization-based methods according to the different information fusion 

methods, and the representative algorithms of VIO include extended kalman filter (EKF), 
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Multi-State Constraint Kalman Filter (MSCKF), pre-integration, Open Keyframe-based 

Visual-Inertial SLAM (OKVIS), etc. [84-87]. 

 

Figure 2-16. The global map and round-trip trajectory overlaid on the Google satellite map in an fully 

autonomous flight experiment. The blue, red, and yellow dots represents the starting point, goal location, and the 

only entrance of the warehouse respectively. The global laser point cloud is registered using the estimation 

produced by the S-MSCKF. Over 700 m trajectory, the final drift is around 3 m under 0.5% of the total traveled 

distance [87] 

2.6 Vehicle to everything 

Vehicle to everything (v2x: Vehicle to X) is the exchange of information from the 

vehicle to the outside world. By integrating global positioning system (GPS) navigation 

technology, vehicle-to-vehicle communication technology, wireless communication and 

remote sensing technology, Telematics has laid down a new direction for the development of 

automotive technology and realized the compatibility of manual driving and automatic 

driving [88-90]. 

V2X is a key technology for future intelligent transportation systems. It enables 

communication between vehicles and vehicles, vehicles and base stations, and base stations 

and base stations. Thus, a series of traffic information such as real-time road conditions, road 

information, pedestrian information, etc. can be obtained to improve driving safety, reduce 

congestion, improve traffic efficiency, provide in-car entertainment information, etc. 

In simple terms, models equipped with the system can automatically select the best route 

for road conditions by analyzing real-time traffic information in autonomous driving mode, 

thereby greatly reducing traffic congestion. In addition, through the use of on-board sensors 
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and camera systems, it can also sense the surrounding environment and make rapid 

adjustments, thus achieving "zero traffic accidents". For example, if a pedestrian suddenly 

appears, it can automatically slow down to a safe speed or stop. 

 

Figure 2-16. An overview of V2X scenario [88] 
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Chapter 3. A human-computer control system based on intelligent 

recognition of eye movements and its application in wheelchair 

driving 

This paper presents a practical human-computer interaction system for wheelchair 

motion through eye tracking and eye blink detection. In this system, the pupil in the eye 

image has been extracted after binarization, and the center of the pupil was localized to 

capture the trajectory of eye movement and determine the direction of eye gaze. Meanwhile, 

convolutional neural net-works for feature extraction and classification of open-eye and 

closed-eye images have been built, and machine learning was performed by extracting 

features from multiple individual images of open-eye and closed-eye states for input to the 

system. As an application of this human- computer interaction control system, experimental 

validation was carried out on a modified wheelchair and the proposed method proved to be 

effective and reliable based on the experimental results. 

3.1 Introduction  

Human-computer interaction (HCI) has been widely studied since the 1960s with the 

rapid development of information systems, which aims to design a human-computer interface 

with ergonomic characteristics [1]. HCI systems in automated devices have been based on the 

traditional interface with the monitor, keyboard, and mouse for a long time. However, this 

manual input HCI was cumbersome to use, and to change this situation, HCI with 

gesture-controlled interfaces has been widely studied [2–4]. Nevertheless, there are many 

physically disabled people in real life who still are unable to use these devices or even to 

travel independently. These physically disabled people are completely dependent on others 

for their daily needs [5]. In order to improve the quality of life for people with disabilities, 

HCI systems without relying on hands and feet is particularly important. 

In recent years, there has been much research on control systems for people with ALS 

(amyotrophic lateral sclerosis) and other severe physical disabilities that use biological 
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information such as eye movements, EEG, and EMG directly for HCI, without the use of 

hands and feet [6–12]. As some particular interest research works are studies on eye gaze 

input and eye blink, etc., which transmit information through the human eye. Because the 

signal conveyed by the eye has greater stability and real-time compared to EEG and EMG, 

humans can communicate a great deal of information more quickly and directly through the 

eye [13–25]. Additionally, the problem of calibration in eye gaze regarding the difficulty 

recognition was obtained due to the method using smooth pursuit motion does not require 

calibration, which is of interest for eye gaze input studies because it makes the calibration of 

gaze input easy [21]. 

This paper presents a practical HCI system for wheelchair control. Eye tracking and eye 

blink detection based on image processing techniques have been integrated into the proposed 

system. Since subjects can convey incorrect information when they are slightly inattentive 

during eye gaze interactions, eye blink detection was introduced to assist in completing this 

study. In contrast to some commonly used methods [22–25], image processing techniques 

were applied as a new approach, which improved the reliability and convenience of the 

system. After the captured image was processed by image processing, its features were 

extracted, which made it easier to be recognized and the accuracy of recognition becomes 

higher. Similarly, the eye object detection module in the Haar Cascade (a Face Recognition 

Module) was used in the program, and as soon as the system turned on, it was able to quickly 

capture and locate the eye region from the images captured by the camera. 

In this study, for eye gaze detection, pupil features were extracted from the eye images 

using image binarization. The eyeball movement trajectory was tracked by locating the pupil, 

based on the eyeball movement trajectory, the subject’s eye gaze area was deter-mined so that 

the information that the subject wants to express through eye gaze can be obtained. For eye 

blink detection, some machine learning methods have been used to accomplish eye blink 

detection in order to solve the problems of low accuracy, lack of stability, and inconvenience 

of use of other methods. Machine learning techniques were used very successfully in the field 

of computer vision, where it was used to simulate human intelligence by learning the 

surrounding environment [26]. Machine learning was used in this study to extract image 

features of the open and closed states of multiple individual eyes to obtain a learning model so 
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that the system could discriminate whether a subject the eye blink or not by take real-time eye 

images of the subject. Three methods have been used to determine the eye blink: pixel ratio 

[27], support vector machine (SVM) [28], and convolutional neural network (CNN) [29] to 

determine eye blink. In comparison, using CNN had the highest accuracy in detecting eye 

blink. 

The HCI system of this study was mounted on a modified electric wheelchair for 

experimental validation. Experiments with many methods to drive wheelchairs for disabled 

people have been used in many HCI systematic studies, which gives us some references [30–

36]. Based on the data obtained in the experiments, it can be demonstrated that this integrated 

multi-domain interaction system is effective. This also provides some basis for further 

research on gaze interaction and HCI. 

3.2 HCI Control System of Wheelchairs 

3.2.1 System Overview 

The HCI system of this study was applied to control the movement of an electric 

wheelchair (see Figure 3-1). The testing system included a blink detection device, 

head-mounted eye gaze tracking device (see Figure 3-1). Wireless communication was used 

between the interactive system and the wheelchair, and the subject used eye gaze direction 

and eye blink to control the wheelchair movement. Throughout the process of controlling the 

movement of the wheelchair, the subject interacts with the computer, communicating 

information to the computer through the eyes, and the computer communicates commands to 

the wheelchair drive unit to control the wheelchair movement. 
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Figure 3-1. Schematic diagram of the HCI system for eye state recognition. 

3.2.2 Hardware Systems for Wheelchairs 

In this study, an aluminum AR-200 wheelchair manufactured by Matsunaga Seisakusho 

Ltd. was used. The hardware part of the wheelchair was improved and we designed a drive 

unit for the wheelchair. This allows us to control the travel of the electric wheelchair by eye 

gaze in the direction or by eye blink. In the modification, the rocker control unit of the 

wheelchair was still retained so that the wheelchair could still be controlled by the rocker 

when switching to manual operation. Figure 3-2 shows the hardware of the improved power 

wheelchair. 

 

Figure 3-2. Modified electric wheelchair hardware display image. 

In order to be able to drive the wheelchair through the interactive system, a driver board 
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was designed and developed for the wheelchair. Figure 3-3 shows the circuit schematic of the 

drive circuit board. This is very important as it makes our interactive system highly portable 

without having to consider the complex communication protocols of the controlled devices. A 

wireless communication serial port has been used in the driver board so that wireless 

communication could be made between the computer and the wheelchair. 

 

Figure 3-3. Circuit schematic of the driver circuit board. 

3.3. Eye Movement Recognition Methods 

3.3.1. Eye Gazes Detection Method 

The eye gaze tracking device (see Figure 3-4) used contrast to locate the center of the 

pupil and used infrared non-columnar light to generate corneal reflections, capturing the black 

area of the pupil by illuminating the eye with infrared light [17]. In order to be able to use in a 

variety of light environments like sunlight, a filter was added to the lens, which is to be able 

to filter out light other than infrared light. 
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Figure 3-4. Diagram of corneal reflection eye tracking technology. 

The image binarization method was used to process the captured eye images. Image 

binarization was the process of converting an image with shadows into two shades of black 

and white. A threshold was preset, and if the value of each pixel was above the threshold, it 

was replaced with white, and if it was below the threshold, it was replaced with black. 

𝑓 (x, y) = 
255  𝑓 𝑥, 𝑦 𝜃 

 
0 𝑓 𝑥, 𝑦 𝜃 

 

(3-1) 

Here, the threshold is θ, the coordinate system is (x, y), the concentration value is f (x, y), 

and the transformed concentration value is f′(x, y). The flow of the eye tracking technique is 

shown in Figure 3-5. The pupil in the eye image was extracted by binarization, and the pupil 

center coordinates were calculated. The gaze direction can be computed based on the motion 

trajectory of the pupil center coordinates. 

 

Figure 3-5. Flow chart of eyeball tracking technology. 
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The image of the eye’s moveable range was divided into five regions, and the five 

regions were labeled 2, 4, 5, 6, and 8 according to the numeric keypad. These 5 regions can be 

used to represent different commands for different driving devices, and of course more 

regions can be delineated depending on the driving device, so that more commands can be 

obtained. In this article, when controlling the wheelchair movement, the commands for these 

5 zones are: backward, left turn, stop, right turn and forward. The five areas set up are shown 

in the Figure 3-6. 

 

Figure 3-6. The command chart corresponding to the eye gaze area 

3.3.2. Eye Blink Detection Method 

3.3.2.1. Pixel Ratio 

The value of each pixel in the image is represented by 8-bit unsigned characters (value 

range: 0–255), which can be converted to 0 values by binarization if it is below the threshold, 

or to the highest value of 255 if it is above the threshold. The image is shown in Figure 3-7a 

shows a black-and-white image of the open-eye state and Figure 3-7b shows a 

black-and-white image of the closed-eye state. By comparing the two images below it can be 

seen that the binarised image varies according to the open/closed state of the eye. Thus, if 

different values are obtained from the two images, the images can be discriminated. 
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(a)            (b) 

Figure 3-7. Binarized black and white images of the eye with the eye open and closed. (a) Open eye binary 

image; (b) Close eye binary image. 

First, acquire the following eye image with a resolution of 64 × 64 pixels. The number of 

pixels will be 4096. Next, count the number of black pixels in the image. If there are 1024 

pixels, the percentage of black pixels is (1024/4096) × 100, or 25%. This ratio was higher 

when the eye is open and lower when the eye is closed, so when the eye blink, this ratio 

changes. Figure 3-8 shows the Data waveform of eye blink image pixel ratio change. 

 

Figure 3-8. Data waveform of eye blink image pixel ratio change. 

3.3.2.2. Support Vector Machine 

One of the oldest methods used in image classification is the SVM [28]. It is one of the 

pattern recognition models that uses supervised learning. It differs from ordinary pattern 

recognition models in that it performs margin maximization and kernel tricks. 

1. Margin maximization 

Margin maximization is the shortest distance between the boundary and the data. Figure 

3-9 shows the image of marginal maximization, the idea of margin maximization is to draw 

the boundary as far away as possible from the data that is closest to the boundary between the 

two classes. 
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Figure 3-9. Schematic diagram of margin maximization. 

2. Mapping of feature space 

In encountering nonlinear separation, it is necessary to use kernel tricks in SVM to map 

the data from the original space to the new space (see Figure 3-10, mapping 2-dimensional 

feature space to 3-dimensional feature space), and then the training data are used in the new 

space to get the learning model using linear methods. 

 

Figure 3-10. The 2D feature space is mapped to the 3D feature space. 

To find a map to feature space, we need to find the inner product 𝜑 𝑥 𝜑 𝑦 on the 

feature space. The kernel trick allows us to calculate the inner product on the feature space 

without knowing what the feature space is and what φ is. 

Discriminant function: 

𝑓 𝑥  𝑠𝑖𝑔𝑛 𝑎 𝑦 𝜑 𝑥 𝜑 𝑥  

(3-2) 

(a: Weight; y: Label (1 or -1); xi: i-th learning data; x: Input data) 



Chapter 3. A human-computer control system based on intelligent recognition of eye movements and its application in wheelchair driving 

48 

 

Kernel function: 

𝑘 𝑥, 𝑦 𝜑 𝑥 𝜑 𝑦  
(3-3) 

(Inner product in feature space: 𝜑 𝑥 𝜑 𝑦 ) 

Replace the inner product of the discriminant function: 

𝑓 𝑥  𝑠𝑖𝑔𝑛 𝑎 𝑦 𝑘 𝑥 , 𝑥  

(3-4) 

3.3.2.3. Convolutional Neural Network 

The Convolutional Neural Network (CNN) is an important method in the field related to 

pattern recognition [29]. This research constructed a learning model with CNN and used it to 

detect blinks of the subject. Figure 3-11 shows the CNN model constructed in this study. In 

the constructed CNN model input images of open and closed eyes with a resolution of 64×64 

were subjected to convolutional operations, the feature values of the input images were 

extracted, and a recognition model was built based on these feature values and it was applied 

to the system. 

 

Figure 3-11. The structure of CNN that has been built. 

In this experiment, the well-known VGG-16 discriminative model has been used as a 

reference. Since only two types of images (open-eye and closed-eye) need to be feature 

extracted and classified, the model was finally reduced from the original 16 layers to 10 layers 

and the convolutional layers from 13 layers to 8 layers after continuous experiments in order 
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to balance high efficiency and high accuracy. The relevant parameters of each layer are shown 

in Table 1. 

Table 1. Relevant parameters of each layer. 

Layer Name Layer Type Relate Parameters 

Conv1_1 convolution 3 × 3, 8, relu, stride1 

Conv1_2 convolution 3 × 3, 8, relu, stride1 

Pool1 Pooling 2 × 2, 8, max pool, stride2 

Conv2_1 convolution 3 × 3, 16, relu, stride1 

Conv2_2 convolution 3 × 3, 16, relu, stride1 

Pool2 Pooling 2 × 2, 16, max pool, stride2 

Conv3_1 convolution 3 × 3, 32, relu, stride1 

Conv3_2 convolution 3 × 3, 32, relu, stride1 

Pool3 Pooling 2 × 2, 32, max pool, stride2 

Conv4_1 convolution 3 × 3, 64, relu, stride1 

Conv4_2 convolution 3 × 3,64, relu, stride1 

Pool4 Pooling 2 × 2, 64, max pool, stride2 

Fuc1 Fully-connected 512, sigmoid 

Drop Dropout dropout-ratio 0.5 

Fuc2 Fully-connected 2, softmax 

3.3.2.4. The Eye Blink Detection Device and Its GUI 

The graphical user interface of the eye blink detection system is shown in Figure 3-12, 

which displays the camera image, the eye status picture area, the eye blink waveform, and the 

number of consecutive eye blinks by the user. In the upper left area, the camera image was 

displayed. The eye status picture was displayed in a rectangular area, and the position of the 

eye area was updated every 10 frames. The two waveforms at the bottom represent the open 

and closed state of the eye, 1 when the eye is open and 0 when it is closed. The image at the 

top right shows the state of the eye in the form of an image. The text string at the bottom 
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indicates the number of consecutive eye blinks. The symbol (*) increases with each blink of 

the eye. The face and eyes object detection module in a face recognition module (Haar 

Cascade) was used in the program in order to quickly capture the face and locate the eye area, 

so that the capture frame in the screen always firmly captures both eyes. During the control of 

the wheelchair, the wheelchair moves forward after the subject eye blinks three times rapidly. 

After the subject blink once with the right eye, the wheelchair turns right. After the subject 

blink left once, the wheelchair turns left. After the subject eye blinks four times quickly, the 

wheelchair moves backward. After the subject eye blinks twice quickly, the wheelchair stops 

moving. 

 

Figure 3-12. Diagram of blink detection device and its graphical user interface. The red symbol (*) in the 

interface increases with each blink of the eye. 

3.4 Results and discussion  

3.4.1. Results of Eye Gaze Direction Recognition Experiments 

Figure 3-13 Comparison of eye images in various states during the experiment. Figure 

3-13a shows the eye image without infrared light irradiation, and Figure 3-13b shows the 

image of the eye under infrared illumination. A comparison between the two can be found in 

Figure 3-13b, where the pupil contour was more well-defined. Because corneal reflection is a 

way to detect pupils darker, the iris colours can be compared by separating the infrared light 

from the optical axis of the eye-tracking camera. Figure 3-13c shows the eye image after the 

binarization process. To highlight the binarization changes, the background color was set to 
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blue instead of white. After binarization there were only two colors left in the plot, the next 

step was to adjust the threshold to make the pupil outline more prominent and obvious in the 

image. 

 

(a) (b) (c) 

Figure 3-13. Comparison of eye images during the experiment. (a) The eye image without infrared light 

irradiation; (b) The image of the eye under infrared illumination; (c) The eye image after the binarization process. 

3.4.2. Eye Blinks Recognition Experimental Results 

In this study, three methods, pixel ratio, SVM, and CNN, were used to determine 

blinking, and experimental comparisons were made separately. 

1. Pixel Ratio: 

In this experiment, a 5% change in the pixel ratio was used as an eye blink condition. In 

addition, some changes can be obtained from the image four frames ago, since the changes 

were not significant compared to the image one frame ago. Figure 3-14 shows the judgment 

waveforms of eye blink detection by the pixel ratio method in this study. During the 

experiment, a total of 20 blinks was made, only two blinks were detected in the left eye and 

10 blinks were detected in the right eye. 

 

Figure 3-14. Judgment waveforms for eye blink detection by pixel ratio. Left: Blink judgement waveform in 

the left eye; Right: Blink judgement waveform in the right eye. 

2. Support Vector Machine: 

In the experiment using the SVM approach to detect eye blink, the testers blinked both 

eyes the same 20 times. Figure 3-15 shows judgment waveforms for eye blink detection by 

SVM, and we can see that 15 blinks were detected in the left eye and 19 blinks were detected 
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in the right eye. 

 

Figure 3-15. Judgment waveforms for eye blink detection by SVM. Left: Blink judgement waveform in the left 

eye; Right: Blink judgement waveform in the right eye. 

3. Convolutional Neural Network: 

Convolution layers can combine different local structures to present more useful features 

in a region. By convolving the input image, the input image is rendered with more feature 

maps. Figure 3-16 shows the convolutional layer feature map data of this study in the 

experiment. In the first and second layers, there does not seem to be much change. However, 

in the third layer, the brightness becomes more diversified, indicating that the network can 

adapt to changes in the brightness of the input image. In the fourth layer, the extracted 

features were different from those in the previous layers, and the contours were emphasized. 

Five to six layers show that the contours were greatly emphasized. In the seventh layer, more 

features were extracted. In the eighth and final layer, the features were extracted to the extent 

that the original form was no longer visible to the eye. 

 

Figure 3-16. The feature map of convolution layer. 

Figure 3-17 shows the judgment waveforms of eye blink detection experiment with CNN. 
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The testers performed 20 blinks in both eyes. Based on the data waveform plot it can be seen 

that all 20 blinks in the left and right eyes were detected by the system. 

 

Figure 3-17. Judgment waveforms for eye blink detection of CNN. Left: Blink judgement waveform in the left 

eye; Right: Blink judgement waveform in the right eye. 

4. Comparative discussion of results 

One hundred experiments were done for each of the three methods of identifying blinks. 

Table 2 shows the results of the number of detections for 100 blinks, and Figure 3-18 shows a 

comparison between the experimental data of the three detection methods. According to the 

experimental results, the recognition rate using CNN is the highest with 99% accuracy. This 

indicates that CNN method is still optimal, and the next step is just to adjust each parameter to 

further improve the accuracy rate. In comparison, the Pixel ratio method is the simplest of the 

three methods, which does not require the acquisition of human eye images of the subject for 

learning and runs relatively fast, however, the detection rate is the worst. Although a neural 

network was built in the SVM method, however it also does not perform image convolution 

and has the second fastest running speed and has the second lowest detection rate. Finally, the 

convolutional neural network has the highest detection rate among the three methods, and it is 

also the most complex of the three methods. In operation, subjects can use different methods 

depending on the conditions and are able to collect a wider range of data. 

Table 2. Number of detections per 100 blinks. 

Methods Detection Count Undetected Count False Positives Count 

pixel ratio 28 72 0 

SVM 74 26 11 

CNN 99 1 0 
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Figure 3-18. Comparison among the experimental data of the three detection methods. Pixel ratio: Blink 

judgement waveform using Pixel ratio; SVM: Blink judgement waveform using SVM; CNN: Blink judgement 

waveform using CNN. 

3.4.3. Drive Experiment Results and Discussion  

In this study, experiments were conducted using an eye-movement controlled wheelchair 

and the results are discussed. 

1. Drive experiment results 

Figure 3-19 shows the roadmap for driving the wheelchair movement during the 

experience, and some obstacles were set up in the test site in order to increase the difficulty. 

Twelve subjects controlled the wheelchair movement by eye gaze and eye blink according to 

the path plan in Figure 3-19 and each experimented once. All 12 subjects successfully 

completed the experiment and were able to control their wheelchairs very smoothly to avoid 

obstacles during the experiment. The shortest time was 2 min and the longest time was 3 min 

for all 12 subjects to complete the experiment. Figure 3-19a shows the subjects driving the 

wheelchair clockwise, and after reaching that end point, the subjects turned around in the 

same place and moved counterclockwise according to the route in Figure 3-19b, and 

completed the whole process after reaching the end point. Figure 3-19c shows the subject’s 

remotely controlled wheelchair moving according to the route in the figure. The subject first 

controls the wheelchair straight ahead to reach the preset point, and then controls the 

wheelchair backward to the starting point, the subject then controls the wheelchair to turn 90° 

left, and then 180° right to complete the process. 
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(a) (b) (c) 

Figure 3-19. Drive wheelchair movement route planning map. (a) Clockwise driving route; (b) Counter-clockwise 

driving route; (c) Remote control of driving routes. 

Figure 3-20 shows a combined image of experimental data using eye gaze to drive the 

wheelchair movement, where subjects controlled the wheelchair to move along the route 

planned in Figure 3-19(a) (b). The subject sat in the wheelchair and controlled the wheelchair 

to move clockwise from the starting point by eye gaze. When the controlled wheelchair reachs 

the preset end point, it was controlled to stop, turn around in place, and continue to move 

counterclockwise to the preset end point, thus ending the process. 

 

Figure 3-20. Eye gaze direction control wheelchair movement experiment. 

In the experiment using eye blink controlled wheelchair movement, in order to 

differentiate the experiments using eye gaze controlled wheelchair movement, the subject sat 

in front of a monitor with the eye blink detection device placed in front of the eyes, and 
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remotely controlled the wheelchair to move along the route planned in Figure 3-19c. Figure 

3-21 shows a data set plots of eye blink controlled wheelchair movement experiment. In the 

figure set, the first row of images (number: 1–4) shows the blink controlled wheelchair 

moving forward, the second row of images (number: 5–8) shows the blink controlled 

wheelchair moving backward to its original position, the third row of images (number: 9–12) 

shows the blink controlled wheelchair turning 90° to turn left, and the fourth row of images 

(number: 13–16) shows the blink controlled wheelchair turning 180° to turn right. This 

concludes an experimental cycle. 

 

Figure 3-21. Eye blink control wheelchair travel experiment. 

2. Discussion of results 

The experimental results show that gaze and eye blink could effectively control the 

wheelchair to complete the related movements. However, the test subjects had to concentrate 

on controlling the wheelchair movement throughout the experiment, which was a problem. As 

a future research topic, the controlled device can provide some feedback to the human body 

so that it can be alerted in time when the operator is not focused enough. 

3.5 Conclusions 

In this paper, the extraction of eye movement information to control relevant mechanical 

movements was investigated. An eye-movement based HCI system that communicates 
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information to the machine through the human eye was developed in this research. The 

binarization of the image was used to localize the pupil in this study. Since the difference 

between the two colors in the eye was apparent, binarization of the pupil image enables the 

localization of the black pupil, and based on the localization of the pupil, the direction of eye 

gaze could be determined. Similarly, pixel ratio modelling has been fully used in the eye blink 

detection. Through operational experiments, it could be confirmed that the eye blink state 

could be detected, however, the recognition rate could be further improved. Therefore, the 

machine learning methods SVM and CNN were used for eye blink detection and the accuracy 

was significantly improved, especially the eye blink detection using CNN method, was tested 

to reach 99% accuracy. 

To further validate these, the system was ported to a power wheelchair. We first 

modified the hardware of the wheelchair and developed a hardware drive system for the 

electric wheelchair. This allowed the wheelchair to receive commands from the subject 

through eye movements. In the experiment, the subject sat in the wheelchair to control its 

movement, or controls the wheelchair movement remotely. The wheelchair was controlled 

and followed a set route, successfully avoiding obstacles along the way to the end point, and 

was tested repeatedly and successfully. The experiments proved that the method of obtaining 

information expressed by human eyes through image parsing and machine learning has been 

effective. Future research can optimize the model on this basis to obtain more information 

conveyed by the human eye, for example, the fatigue level and mental state of a person can be 

judged by the human eye. 
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Chapter 4. Experimental validation of intelligent recognition of eye 

movements in the application of autonomous vehicle driving 

This paper presents a novel human-computer interaction system that has the potential to be 

used for autonomous or safety assisted driving in future vehicles. Convolutional neural 

networks were built and used for single shot detection and blink detection. The single shot 

detection method has been used to accomplish the detection of dynamic targets. The blink 

detection is performed by feeding multiple images of open and closed eyes into the network for 

deep learning, and based on the learned data models can detect the open or closed state of the 

subject's eyes. In addition, eye tracking technology is used to identify the direction of the 

driver's gaze. The human-computer interaction system is empirically validated in a 

super-compact electric vehicle, and it can accurately detect external dynamic targets, while the 

driver can control the vehicle by blinking and gaze direction. 

4.1. Introduction 

Autonomous driving is continuing to make significant progress in recent years with 

advances in various sensing and intelligent recognition technologies. A sensing system for 

autonomous vehicle navigation generally consists mainly of a combination of sensors, 

including active and passive sensors, i.e. cameras, radar and LIDAR [1-3]. LIDAR in particular 

acts as an active sensor, sensing the surroundings by emitting laser light. By processing the 

received laser echoes from the reflective surface, artificial intelligence techniques such as deep 

learning is applied to the precise measurement of distance for autonomous driving purposes. 

This is currently the dominant approach to autonomous driving. However, there are still some 

problems with the current LIDAR sensing approach. This is mainly reflected in the following 

aspects: (1) Due to the current speed of image processing and the current state of artificial 

intelligence technology, this kind of autonomous driving often requires autonomous driving on 

the basis of the known road environment; (2) The feasibility of LIDAR sensing on complex 

roads with frequent cross traffic and congestion has not yet been fully demonstrated. In 
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particular, the safety of multiple vehicles emitting LIDAR waves in the event of mutual 

interference is still an important issue; (3) Any automatic control system with a supplementary 

safety operating system must be considered. Autonomous driving is no exception. It is therefore 

necessary to develop an autonomous driving approach that is different from LIDAR. 

As an auxiliary safety system for autonomous driving, human-computer interaction (HCI) 

is considered to be one of the options. This is due to the potential to combine HCI with 

autonomous driving in the necessary environment, which even to replace LIDAR sensing for 

some of the time to implement autonomous driving to complement LIDAR sensing. It can also 

be used as an auxiliary safety system. For example, a normal camera senses the environment in 

front of the vehicle while it is moving, and this environment is almost identical to the one seen 

by the driver. Concurrently, research on human-computer interaction systems that do not rely 

on hands and feet is becoming widespread in order to improve the quality of life of people with 

disabilities [5]. Of particular interest are research efforts such as eye gaze and eye blink input 

that transmit information through the human eye [4-8]. Compared to other signals EEG and 

EMG signals etc., the signals transmitted by the eyes have better stability and real-time 

performance than other signals, as humans can communicate large amounts of information 

faster and more directly through the eyes [5-6]. In response, a human-computer interaction 

system that controls the movement of a computer or wheelchair by sensing human eye 

movements has been proposed [4-9]. The combination of these two sensory information forms 

the human-computer interaction system. Such a system has the potential to complement the 

laser sensing approach to autonomous driving. 

Drawing on this idea, this paper combines human eye and blink movements with control to 

create a novel human-computer interaction system in a super-compact electric vehicle named as 

Toyota COMS electric vehicle (COMS EV). This system not only detects targets outside the 

cab, but also determines the blink or eye gaze direction of the driver inside the cab. In this paper, 

a convolutional neural networks (CNN) was constructed in this HCI system with reference to 

neural networks and deep learning theory in image processing [10-12], and used for single shot 

detection (SSD) [13] and blink detection [5]. The single shot detection method was used to 

accomplish the detection of dynamic targets. Blink detection is done by feeding multiple 

images of open and closed eyes into the network for deep learning and detecting the open or 
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closed state of the human eye based on the learned data model. Similarly, we use eye-tracking 

technology to determine the direction of eye gaze. In this way, the driver can transmit 

information to the COMS EV by blinking and the direction of eye gaze, while the camera 

mounted on the COMS EV can detect targets such as people, cars and road signs outside the 

vehicle and feed back to the driver to give him an alert, while the vehicle itself can also perform 

early warning avoidance. A series of experiments were carried out to verify the effectiveness of 

this human-computer interaction system. The experimental results show that they are effective. 

4.2. System design and composition  

4.2.1. System Overview 

The HCI control system in this paper includes, blink detection, eye gaze, and single shot 

detection. Figure 4-1 shows the HCI system for a vehicle used for assisted driving. The subject 

can send commands to the trip computer by blinking or eye gaze, which can control the 

movement of the vehicle, etc. Single-shot detection is used to determine the surrounding 

obstacles, feed the information to the subject and drive the vehicle to avoid the obstacles. In this 

study, this HCI system was installed on the COMS EV for experiments. The real-time image of 

the subject's eye movements were captured. The computer analyzed the captured eye images to 

obtain the information expressed by the subject and sent commands to the COMS EV based on 

the information expressed by the subject. The COMS EV received the commands from the 

computer and output the corresponding voltage signals to drive the vehicle movement. The 

single shot detection in the vehicle captures the conditions in the vehicle's driving route in real 

time, and when an obstacle is detected in front of it, it will provide timely warning feedback and 

drive the vehicle to avoid the obstacle. 
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Figure 4-1. The HCI system of the vehicle for assisted driving. 

4.2.2 Components of electric vehicle control system 

The COMS EV was modified by adding gears to the steering lever of the EV and using 

an electric motor to turn the gears to control the direction of the car. Similarly, the brake pedal 

and accelerator pedal were equipped with motors to control the speed of the COMS EV by 

controlling the rotation of the motors. These motors are controlled by the ECU (Electronic 

Control Unit) developed in this study. Figure 4-2 shows the EV control system diagram. 

 

Figure 4-2. EV control system diagram 

When the ECU receives a steering command, it controls the motor 1 rotation to drive the 

steering wheel through the gears, thus changing the direction of travel of the COMS EV. If the 

COMS EV needs to slow down or brake, the ECU drives the motor 2 to rotate and drive the 

brake pedal through the steel cable to slow down or brake, and drives the motor 3 to reset and 

release the accelerator pedal. In case the COMS EV needs to accelerate, the ECU drives the 
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motor 3 to drive the accelerator pedal through the steel cable to accelerate, and drives the motor 

2 to reset and release the brake pedal. In this way, the COMS EV driving can be controlled. 

4.3 Image processing methods 

4.3.1. Blink detection method 

The blink detection in this study was done by processing and extracting features from 

images with open and closed eyes. For this purpose, the CNN was built to implement the 

feature extraction. The CNN is a kind of neural network mainly applied in the field of image 

recognition, which can effectively reduce the dimensionality of large data volumes into small 

data volume and can effectively retain the image features in accordance with the principle of 

image processing. Figure 4-3 shows the principle structure of the convolutional neural 

networks. 

 

Figure 4-3. The principle structure of the convolutional neural networks. 

The whole network consists of convolutional layers, pooling and fully connection layers. 

In this experiment, the well-known VGG-16 discriminative model is used as a reference. Since 

only two types of images (open-eye and closed-eye) are required for feature extraction and 

classification, the model was rescaled from the initial 16 layers to 10 layers in order to balance 

high efficiency and accuracy, and the experiments verified that the model being built is reliable. 

In the convolution layer, a 3×3 convolution kernel is used for convolution operations and 

the ReLU function is used as the activation function. To keep the feature map size constant, one 

unit of padding is applied to the original feature map before each convolution operation. The 

2×2 Max pooling is used for pooling with a stride of 2. The CNN ends with two fully connected 
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layers. The important parameters of each CNN layer are shown in Figure 4-4. 

 

Figure 4-4. The relevant parameters in each layer of the CNN. 

The padding is to increase the number of pixels on each edge. It is to not discard the 

original map information during the convolution process, and to maintain the feature map size 

consistent with the original map size, so that the inputs of the deeper layers remain large enough 

to have information. To achieve this purpose and to avoid mixing noise in the padding, the 

value of padding pixels setting by zero. Figure 4-5 shows the convolution process with padding. 

 

Figure 4-5. The convolution process with padding 

A. Convolutional Layer 

The convolutional layers are the core structure of the convolutional neural network. As 

shown in Figure 4-4, eight convolutional layers are used in the convolutional neural network we 

built. Each convolutional layer contains some meaningful features. A fixed size kernel is used 
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for convolution to obtain the feature map, with the convolution process shown in equation 

(4-1). 

𝑥 , 𝑓 ∑ ∑ 𝑤 , 𝑥 , 𝑏 ,   

(4-1) 

Where 𝑥 ,  is the element of the i-th row and j-th column of the l-layer feature map, f 

represents activation functions such as ReLU, Sigmoid, etc., 𝑤 ,  denotes the m-th row and 

n-th column weights of layer l. The convolution kernel is determined by these trainable 

weights 𝑤 , . 𝑏 ,  is the m-th row and n-th column bias of the feature map of the lth layer. 

B. Pooling Layer 

The schematic diagram of max pooling show in Figure 4-6. Pooling is the process of 

taking the maximum or average value over a range (e.g., 2x2). It is done by taking the 

maximum or average value of these four regions within the region of 2x2. After each completed 

stage of convolution, the pooling is performed. Max pooling has more robustness when ambient 

noise is present. Max pooling is used in this paper as it is more accurate. The output of each 

pooling is shown in equation (4-2). 

𝑥 , 𝑓 𝑤 , 𝑠𝑎𝑚 𝑥 , 𝑏   

(4-2) 

Where sam ( ) denotes the sampling function, w denotes the weight coefficient, b is the 

bias of the output feature, and f is the activation function of the neuron (see in equation (4-2)). 

 

Figure 4-6. Schematic diagram of max pooling 
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C. Fully connection layer 

The fully connected layer has each node connected to all the nodes in the previous layer 

and is used to combine all the features extracted earlier. Due to its fully connected nature, the 

fully connected layer will generate more parameters. The number of feature dimensions is 

reduced by convolutional layers to greatly reduce the computational effort. The output of each 

neuron is described in equation (4-3). 

ℎ , 𝑥 𝑓 𝑊 𝑥 𝑏  

(4-3) 

Where ℎ , 𝑥  is the output of neurons, x is the input neurons, W is the weight of 

connecting neurons, b is the bias, and f is the activation function of the neuron (see in equation 

(4-1) & (4-2)). 

4.3.2. Eye gaze detection method 

The principle of corneal reflection eye gaze tracking technique is shown in Figure 4-7, 

which uses contrast to locate the center of the pupil and uses infrared non-columnar light to 

produce a corneal reflection that covers the black area of the pupil by illuminating the eye with 

infrared light. In order to be able to use it in various light environments such as sunlight, a filter 

is added to the lens so that light other than infrared light can be filtered out. 

 

Figure 4-7. Diagram of corneal reflection eye tracking technology 

The image binarization method is used to process captured eye images. Image binarization 

is a process that converts an image with shadows into two shades of black and white. In this 
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process a threshold is preset and each pixel is replaced with white if its value is above the 

threshold and with black if it is below the threshold. The output of the binarisation is described 

in equation (4-4). 

𝑓 𝑥, 𝑦
255  𝑓 𝑥, 𝑦 𝜃 

 
0 𝑓 𝑥, 𝑦 𝜃 

    

(4-4) 

Where the threshold is θ, the coordinate system is (x, y), the concentration value is f (x, y), 

and the transformed concentration value is f′(x, y).  

The flow of the eye tracking technique is shown in Figure 4-8. After the eye image has 

been binarization processed, the pupil is extracted and the pupil center coordinates are 

calculated. The gaze direction can be calculated from the trajectory of the pupil center 

coordinates. 

 

Figure 4-8. Flow chart of eyeball tracking technology 

4.3.3. The eye movements and its GUI 

The GUI of the blink detection system is shown in Figure 4-9. The GUI shows the camera 

image, the eye area, the blink waveform and the number of consecutive blinks by the user. In 

the top left area of the interface, the captured image is displayed. The cartoon eye image is 

displayed in a rectangular area. The state of this eye area is updated every 10 frames due to the 
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processing speed. The two waveforms of the bottom area represent the open and closed states of 

the eyes, 1 for open eyes and 0 for closed eyes. The image in the upper right corner shows the 

opening or closing of the subject's eyes in the form of a moving picture. The symbols at the 

bottom indicate the number of consecutive blinks, with the symbol (*) increasing with each 

blink of the eye. We have introduced a face recognizer and an eye recognizer in the preset 

program, so that the capture frame in the screen always firmly captures both eyes and 

determines the direction of eye gaze according to the relative position of the pupils. When 

controlling the COMS EV driving, the number of separate blinks of the left and right eyes is 

compiled into different commands sent to the trip computer, which controls the car to do the 

relevant actions. 

 

Figure 4-9. The GUI of the blink detection system 

The GUI of the eye gaze detection system is shown in Figure 4-10. After the binarization 

process, the black pupil is extracted and a blue box is used to firmly lock the black pupil. When 

the pupil moves, the direction of eye gaze can be determined by calculating the unique area of 

the pupil. When interacting with the computer, the direction of eye gaze (i.e., the position of the 

pupil in the image) can be compiled into different commands and transmitted to the computer, 

which can then control the vehicle to do the corresponding actions according to the commands. 



Chapter 4. Experimental validation of intelligent recognition of eye movements in the application of autonomous vehicle driving 

72 

 

 

Figure 4-10. The GUI of the eye gaze detection system 

4.4. Obstacle determination and motion control methods 

4.4.1. The method of obstacle identification 

The SSD is a dense sampling of uniformly different locations of the image, which can be 

sampled at different scales and aspect ratios. The CNN is then used to extract features for direct 

classification and regression, and the whole process takes one step, so its detection speed is very 

fast. In this paper, the VGG-16 is used as the base network model for SSD, and then a new 

convolutional layer is added to VGG-16 to obtain more feature maps for detection. Figure 4-11 

shows the network structure of SSD. 

 

Figure 4-11. The network structure of SSD. 

The core of SSD is to predict the box offset by a fixed set of category scores and default 
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bounding boxes using a small convolutional filter applied to the feature map [13]. To achieve 

these, an image is first input, and the image is allowed to go through a convolutional neural 

network to extract features and generate a feature map with six layers of extracting features. 

Then a default box is generated on each pixel of the feature map. Finally, all the default boxes 

are collected and put into NMS (non-maximum suppression) for filtering, and the filtered 

default boxes are output. This allows the output of the ground truth (GT) box. Figure 4-12 

shows the output principle of the ground truth box. 

 

Figure 4-12. The output principle of the ground truth box 

4.4.2. The motion control method 

Figure 4-13 shows the control flow of the system. The subject can interact with the 

computer through the eyes. When the autonomous driving system encountered some 

impassable obstacles, the subject could avoid the obstacles by blinking and eye gaze to control 

the slow movement of the vehicle. The SSD system would provide real-time feedback on the 

surrounding road conditions and alert the subject in time. Once the vehicle is out of the way, the 

subject can use blinking and eye gaze to reselect the autopilot. The system also detects whether 

the subject is concentrated in real time through the subject's eyes while the vehicle is driving, 

and alerts the subject. 
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Figure 4-13. Control flow diagram of the system 

The single shot detection about the obstacle distance is shown in Figure 4-14. The camera 

takes a picture with dimensions of length and width of 2m and 2n respectively, A (x, y) is the 

coordinates of the center point of the lower edge of the GT box of the detected object, and B (m, 

n) is the coordinates of the center point of the taken picture. By creating a similar triangle based 

on the principle that the size of the detected object in the image is proportional to the actual size 

of the detected object, the distance between the lens and the detected object can be calculated. 

In order to be accurate and not affected by the size of the detected object, the distance between 

the center point of the lower edge of the GT box of the detected object and the head of the 

vehicle is used as the judgment distance D. The distance D between the obstacle and the lens is 

calculated as in equation (4-5). 

𝐷
𝑛 ∙ 𝑐𝑜𝑡𝜃

𝑛 𝑦
∙ ℎ 𝑙 

(4-5) 

Where 2θ is the field of view of the lens, h is the vertical distance from the lens to the 

ground, and l is the horizontal distance from the lens to the front of the vehicle. 
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Figure 4-14. Distance judgment for the single shot detection 

4.5. Experimental verification 

The judged waveform of the blink detection experiment show in Figure 4-15. The subject 

performed 20 blinks in both eyes. Based on the data waveforms it can be seen that all 20 

blinks in the left and right eyes were detected by the system. 

 

Figure 4-15. Judgment waveform for blink detection 
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In order to derive the accuracy of blink judgments, a sample of 10 subjects was taken. 

Each subject blinked 100 times continuously, for a total of 1000 consecutive blinks, and the 

system detected a total of 995 blinks with an accuracy of 99.5%. Table 1 shows the results of 

this experiment. Of these, eight subjects had all 100 blinks detected, one subject had three 

undetected blinks, and one subject had two undetected blinks. These two subjects' eyes 

showed more significant differences compared to the other subjects' eyes, and after recording 

the images of these two subjects' eyes into the training set and retraining them, the accuracy 

rate improved significantly and there were no more undetected blinks. 

Table 1. Experiment with 10 subjects for a total of 1000 blink detections 

Subject Detection 

count 

Undetected 

count 

Misdetection 

count 

Subject 1 100 0 0 

Subject 2 100 0 0 

Subject 3 100 0 0 

Subject 4 100 0 0 

Subject 5 97 3 0 

Subject 6 100 0 0 

Subject 7 100 0 0 

Subject 8 100 0 0 

Subject 9 98 2 0 

Subject 10 100 0 0 

The comparison of the eye images in different states show in Figure 4-16. Figure 4-16(a) 

shows the eye image without IR light irradiation, and Figure 4-16(b) shows the eye image 

with IR light irradiation. Comparing Figure 4-16(a) and Figure 4-16(b), it can be noticed that 

the contour of the pupil in Figure 4-16(b) is more clearly defined. Because corneal reflection 

is a way to detect pupil depth, it is possible to compare the color of the iris by separating the 

infrared light from the optical axis of the eye tracking camera. Figure 4-16(c) shows the eye 

image after the binarization process. To highlight the change of binarization, the background 
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color is set to blue instead of white. After binarization, only two colors are left in the figure, 

and then the threshold is adjusted so that the pupil's outline becomes more visible in the 

image. 

 

Figure 4-16. Comparison of eye images during the experiment 

The SSD-based obstacle detection provides the driver with early warning information 

while the vehicle is in motion, alerting him to the presence of people or objects or traffic 

warning signs in the vicinity. Experiments have shown that distances of up to 40 meters can 

be detected accurately and quickly. Figure 4-17 shows the dynamic detection of experimental 

images. 

 

Figure 4-17. Dynamic detection of experimental images 

The experiment to control the motion of the COMS EV show in Figure 4-18. Firstly, the 

COMS electric vehicle was allowed to drive automatically at a speed of 5 km/h with the 

subject standing in front of the left side of the vehicle, and the vehicle automatically turned to 

the right as it passed to go around the subject (see No. 1-3 in Figure 4-18). Then, the subject 

was asked to quickly stand in front of the right side of the vehicle, which automatically turned 

left to avoid the subject as it passed (see No. 4-6 in Figure 4-18). Finally, the subject quickly 

stood less than 2 meters from the front of the vehicle, and the vehicle took emergency braking 
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in this case because it could not automatically turn to avoid the subject (see No. 7-9 in Figure 

4-18). After five iterations of the experiment, the COMS EV was able to successfully 

complete the task each time. 

 

Figure 4-18. The experiment of controlling the movement of the COMS EV 

In the next step, another subject was allowed to control the vehicle by eye gaze and 

blinking and drove at 5 km/h on the previous path, easily avoiding the obstacles and reaching 

the end point with success (see NO. 10-12 in Figure 4-18). In total, three experiments were 

conducted, and each time the subjects were able to control the COMS EV to successfully 

avoid the obstacles and complete each experiment successfully.  

4.6. Conclusions 

In this paper, the application of eye movements intelligence recognition in autonomous 

vehicle driving is investigated. A system incorporating obstacle recognition, eye movement 

recognition assisted driving is developed. Eye movement recognition is divided into blink 

detection and eye gazes direction detection. Blink detection uses convolutional neural 

networks to extract eye opening and eye closing features to determine blinks. Eye gaze 

direction uses binarisation of the eye image to locate the center of the pupil and thus 



Chapter 4. Experimental validation of intelligent recognition of eye movements in the application of autonomous vehicle driving 

79 

 

determine the direction of eye gaze. Obstacle detection uses SSD to discern the type of 

obstacle and to give an early warning. 

The system was transferred to the Toyota COMS EV for experiments, where subjects 

successfully avoided obstacles by controlling the vehicle's movement through their eyes on a 

set course. The SSD based obstacle detection system also worked on the experiment, 

providing feedback to the subjects about the conditions ahead of them on their route and 

enabling them to avoid obstacles. At the same time, the system was able to determine whether 

the subject was paying attention while driving based on the subject's blinks and eye gazes, and 

reminded the subject to pay attention. The experimental results show that the driving aid 

system is effective. 

The safety and reliability of the detection will be further improved in the future, and the 

training time will be shortened to allow more subjects to perform the experiments and further 

improve the learning efficiency. This will enable the intelligent car driving assistance system 

with human-computer interaction to be widely used so that it can better serve people with 

disabilities. 
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Chapter 5. Conclusions 

This paper investigates the application of combining the extraction of eye movement 

information to control relevant mechanical movements and eye movement intelligence 

recognition in autonomous vehicle driving. A human-computer interaction system that 

combines obstacle recognition and eye movement recognition is developed. Eye movement 

recognition is divided into blink detection and eye gaze direction detection. Blink detection 

uses convolutional neural networks to extract eye opening and eye closing features to 

determine blink. Eye gaze direction uses binarization of the eye image to locate the center of 

the pupil and thus determine the direction of eye gaze. Obstacle detection uses SSD to 

identify the type of obstacle and issue early warnings. The system was ported to a power 

wheelchair and a Toyota COMS cart for experimental validation. 

For the experimental validation part of controlling the wheelchair using this HCI system, 

we first modified the wheelchair hardware to develop a hardware drive system for the electric 

wheelchair. This allowed the wheelchair to receive commands from the subject through eye 

movements. Blinking and the direction of gaze of the eyes were used to drive the wheelchair 

movement. The wheelchair was controlled and followed a set route, successfully avoiding 

obstacles along the way and reaching the end point, and was tested repeatedly and 

successfully. The experiments proved that the method of obtaining information expressed by 

the human eye through image parsing and machine learning is effective. The conclusions are 

summarized as follows. 

(1) An eye gaze detection system based on image recognition and eye tracking methods was 

developed. The system can use eye movements to control vehicles such as wheelchairs. 

(2) A blink detection system based on an image recognition method has been developed. It 

switches vehicle gears and emergency braking by the subject's blink. 

(3) A PIC-based hardware circuit system was designed and developed to drive the 

wheelchair movement after receiving the command. 

(4) A wheelchair human-computer interaction system based on intelligent eye-movement 

recognition was developed. It can be used by disabled people and ALS patients to travel. 
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Similarly, the HCI system system was equipped as an assisted safety driving system on a 

Toyota COMS minivan, and the subject successfully avoided obstacles by controlling the 

vehicle's movement on a set route with his eyes. The SSD-based obstacle detection system 

also worked in the experiment, giving subjects feedback on what was ahead of their route, 

enabling them to avoid obstacles. At the same time, the system was able to determine whether 

the subjects were paying attention while driving based on their blinks and eye gaze, and 

alerted the subjects to pay attention. The experimental results show that the driving assistance 

system is effective. The conclusions are summarized as follows. 

(1) A target identification and target distance detection system was developed. It is used for 

obstacle recognition and detection in smart driving vehicles to improve the safety of 

driving. 

(2) We have developed an ECU for COMS EV, which can drive the EV after receiving 

commands from outside via TCP/IP. 

(3) An intelligent eye-movement recognition-based assisted driving system has been 

developed. The system detects the driver's fatigue level as well as attention, and uses eye 

movements to control the vehicle movement when there are some roads where 

autonomous driving does not work. 

In the future, the safety and reliability of the detection will be further improved, and the 

training time will be shortened to allow more subjects to conduct the experiment and further 

improve the learning efficiency. This will lead to the widespread application of new vehicle 

human-computer interaction systems to better serve people with physical impairments.
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Chapter 6. Future Studies 

6.1. Intelligent wheelchairs combining multimodal HCI and SLAM 

Combining this wheelchair HCI system with camera SLAM technology to develop a 

more intelligent wheelchair system. It can be used to plan paths through HCI or control 

vehicles to unfamiliar places and build SLAM maps. Once a SLAM map of that path has been 

created, the path can be selected by the HCI system and the smart wheelchair will then drive 

itself to the planned destination. 

 

Figure 6-1. An overview of intelligent wheelchairs combining multimodal HCI and SLAM technologies 

6.2. The future of intelligent vehicles 

Application of the HCI system of this EV in combination with LIDAR SLAM and V2X 

technology to autonomous vehicles. This allows for the exchange of information about people 

and vehicles, and vehicles to the outside world. 

 

Figure 6-2. An overview of the future of intelligent vehicles 



Related publications 

84 

 

Related publications 

Academic Journal: 

Wenping Luo, Jianting Cao, Kousuke Ishikawa, Dongying Ju: A human-computer 

control system based on intelligent recognition of eye movements and its application 

in wheelchair driving, Multimodal Technologies and Interaction, Vol 5, No 9, pp 

50-64, August 2021. 

Wenping Luo, Jianting Cao, Kousuke Ishikawa, Dongying Ju: Experimental 

validation of intelligent recognition of eye movements in the application of 

autonomous vehicle driving, International Journal of Biomedical Soft Computing 

and Human Sciences, Vol 26, No 2, pp 63-72, December 2021. 

 

International Conference 

Wenping Luo, Zhongxu Tai, Dongying Ju, Jianting Cao: Development of a new type 

of multifunctional vanadium redox flow energy storage system and application 

proposal in distributed smart grid, 4th International Conference on New Energy and 

Future Energy Systems (NEFES 2019), July 21-24, 2019, Macao. 

Wenping Luo, Zhongxu Tai, Dongying Ju, Jianting Cao: A grid-connected 

photovoltaic power generation and energy storage system based on deep 

reinforcement learning, Applied Energy Symposium and Forum 2020: Low carbon 

cities and urban energy systems (CUE2020), October 10-17, 2020, Tokyo. 



Acknowledgement 

85 

 

Acknowledgement: 

I would like to express my sincere gratitude to my supervisors, Prof. Dong-Ying Ju and 

Prof. Jianting Cao, for accepting me as a student and giving me the opportunity to do research 

at Saitama Institute of Technology. I would like to sincerely thank them for their support, 

encouragement and guidance during my study. This thesis would not have been possible 

without their tireless efforts to revise and embellish my drafts. They spent most of their time 

reading my manuscript and suggesting further revisions. In addition, Professor Dong-Ying Ju 

has given me a lot of support and generous help in securing research funding, seeking 

corporate assistance, and in my life, for which I would like to express my sincere gratitude in 

particular. 

I also would like to express my sincere gratitude to Prof. Takaharu Yamazaki, Prof. 

Tomomi Hashimoto and Prof. Wataru Oyama their guidance and help with this research. 

In my research works, I would also like to sincerely thank Associate Professor Taiyo 

Maeda, Mr. Hiroki Ishizaki, and Dr. Yukisuke Ishikawa, who have helped me a lot in 

conducting my experimental research. 

In addition, the research group members of the Prof. Ju's laboratory, M.S. Jianbin Lu, 

M.S. Yu Qiao, B.S. Toshio Arai, and B.S. Tatsuo Yamagata, have also assisted me in some 

experimental work, and I would like to express my special thanks to them again. I also thank 

all the members of Prof. Ju's laboratory and Prof. Cao's laboratory for their pleasant help and 

cooperation over the years. 


